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In the last decade, different statistical techniques have been introduced to improve assessment
of malingering-related poor effort. In this context, we have recently shown preliminary
evidence that a Bayesian latent group model may help to optimize classification accuracy using
a simulation research design. In the present study, we conducted two analyses. Firstly, we
evaluated how accurately this Bayesian approach can distinguish between participants
answering in an honest way (honest response group) and participants feigning cognitive
impairment (experimental malingering group). Secondly, we tested the accuracy of our model
in the differentiation between patients who had real cognitive deficits (cognitively impaired
group) and participants who belonged to the experimental malingering group. All Bayesian
analyses were conducted using the raw scores of a visual recognition forced-choice task
(2AFC), the Test of Memory Malingering (TOMM, Trial 2), and the Word Memory Test
(WMT, primary effort subtests). The first analysis showed 100% accuracy for the Bayesian
model in distinguishing participants of both groups with all effort measures. The second
analysis showed outstanding overall accuracy of the Bayesian model when estimates were
obtained from the 2AFC and the TOMM raw scores. Diagnostic accuracy of the Bayesian
model diminished when using the WMT total raw scores. Despite, overall diagnostic accuracy
can still be considered excellent. The most plausible explanation for this decrement is the low
performance in verbal recognition and fluency tasks of some patients of the cognitively
impaired group. Additionally, the Bayesian model provides individual estimates, p(zi|D), of
examinees’ effort levels. In conclusion, both high classification accuracy levels and Bayesian
individual estimates of effort may be very useful for clinicians when assessing for effort in
medico-legal settings.
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INTRODUCTION

Neuropsychological tests aim to measure a person’s optimum performance in a
variety of cognitive domains such as learning, memory, and attention. Therefore,
neuropsychological assessment requires the examinees’ best effort during testing in
order to obtain valid results (Denney, 2008). Consequently, the validity of results of
neuropsychological tests is susceptible to the influence of poor effort, exaggeration,
and feigning. The effect of effort on test results is often acknowledged among malin-
gering researchers (e.g., Iverson, 2007; Larrabee, 2007; Larrabee, Greiffenstein, Grewe,
& Bianchini, 2007). Furthermore, Denney (2008) stated that the influence of effort has
a much greater effect on neuropsychological test scores than brain injury or neurologi-
cal conditions. Professional neuropsychological societies, such as the National
Academy of Neuropsychology (NAN) and the American Academy of Clinical Neuro-
psychology (AACN), recommend the inclusion of effort measures in each neuropsy-
chological testing battery in order to increase our confidence on the validity of testing
results (Bush et al., 2005; Heilbronner et al., 2007; Heilbronner, Sweet, Morgan,
Larrabee, & Millis, 2009).

Despite the inclusion of standard procedures to detect poor effort in neuropsy-
chological testing situations, the risk of misclassification is still present. In practice,
the occurrence of both false positive and false negative errors may lead to incorrect
legal decisions or delay public support for people who are truly in need (Franzen, Iver-
son, & McCracken, 1990; Mossman, Wygant, & Gervais, 2012). To prevent potentially
negative consequences of misclassification, malingering researchers have proposed and
refined different malingering diagnostic criteria (Boone, 2007; Larrabee et al., 2007;
Slick, Sherman, & Iverson, 1999). Similarly, they have also developed diverse
strategies for the detection of poor effort (see Rogers, 2008).

Over the last two decades, malingering researchers have used embedded mea-
sures (i.e., effort indices obtained from standard cognitive tests) as well as other strate-
gies that have been developed specifically for the detection of malingering. Among the
latter, symptom validity tests (SVT) have been broadly used to distinguish poor effort
from real cognitive impairment in neuropsychological settings (Grote & Hook, 2007).
SVTs are based on a forced-choice paradigm that was initially implemented by Grosz
and Zimmerman (1965) in an experimental analysis of hysterical blindness and used a
decade later by Pankratz, Fausti, and Peed (1975) in the context of malingering detec-
tion. SVTs include a defined number of forced-choice trials. The probability of obtain-
ing a predetermined amount of correct answers by chance alone is estimated using the
normal approximation to the binomial distribution. Thus, “scores that fall below the
chance level are considered as evidence of an intentional attempt to perform poorly on
the test by the active avoidance of the correct answer” (Grote & Hook, 2007, p. 45).
SVTs have been widely used in malingering research and practice. However, some
authors have criticized the use of the below-chance criterion as a single decision rule
to determine poor effort because of the low to moderate sensitivity levels (Beetar &
Williams, 1995; Haines & Norris, 1995; Rogers, 2008; Slick et al., 2003). To increase
sensitivity levels, test developers have derived cutoff scores from samples of
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cognitively impaired patients (Iverson & Binder, 2000) instead of relying solely on the
below-chance criterion (Grote & Hook, 2007). Currently, most SVTs do not use the
below-chance criterion as the primary decision rule to determine poor effort (Frederick
& Speed, 2007). Along with improvements made to SVTs, other interesting techniques
have been introduced to improve the classification accuracy and sensitivity of effort
measures.

In recent years, statistical methods used to detect poor effort in neuropsychologi-
cal practice and research included odds and likelihood ratios (Bieliauskas, Fastenau,
Lacy, & Roper, 1997; Weinborn, Orr, Woods, Conover, & Feix, 2003), the aggregation
across multiple indicators (Larrabee et al., 2007; Larrabee, Millis, & Meyers, 2008),
Bayesian average modeling (Larrabee et al., 2008; Millis & Volinsky, 2001; Wolfe
et al., 2010), and Bayesian latent class modeling (Mossman et al., 2012). In this con-
text, we recently tested a Bayesian latent group analysis as a method that may help to
improve classification accuracy of effort testing in various neuropsychological settings
(Ortega, Wagenmakers, Lee, Markowitsch, & Piefke, 2012). Our data show initial evi-
dence that this Bayesian method may help to improve classification accuracy and test
sensitivity both in clinical samples and in healthy controls who received different
malingering instructions. The Bayesian latent group model also accurately differenti-
ated between stroke patients with moderate cognitive impairment and participants who
were trained to feign cognitive impairment. Data further suggest that the proposed
method is resistant to coaching. However, additional research is required to corroborate
the efficacy of this Bayesian approach.

In the present study, we aimed at evaluating the diagnostic accuracy of this
Bayesian latent group model in two different experimental settings. Firstly, we
intended to differentiate between healthy participants who gave their best effort when
being tested (honest response group) from healthy participants who feigned cognitive
impairment (experimental malingering group). This first analysis used a simulation
research design. Secondly, we used a modified simulation research design in which the
control group consisted of neurological patients with real cognitive deficits (cognitively
impaired group). Patients were asked to give their best effort during testing.

To validate the Bayesian model, we evaluated all participants using three differ-
ent screening measures of effort: a visual recognition two-alternative forced choice task
(2AFC), the Test of Memory Malingering (TOMM; Tombaugh, 1996), and the Word
Memory Test primary effort subtests (i.e., immediate recognition, IR; delayed recogni-
tion, DR; and consistency, CNS; Green, 2005). Raw scores from each effort measure
were used as input in the Bayesian latent group model. Later, we estimated diagnostic
accuracy indices for the Bayesian model using the results obtained in each effort
measure.

We hypothesized that classification accuracy (e.g., sensitivity, specificity, etc.) of
the Bayesian latent group model would be high in both analyses, irrespective of the
effort measure. A special feature of this Bayesian latent group model is that it provides
individual posterior classification estimates that represent the degree of certainty in the
classification of each participant. These probabilistic estimates can be also viewed as
the level of effort displayed by each participant during testing. We therefore propose
that these probabilistic classification estimates may help practitioners and clinicians to
make more informed decisions when assessing effort.
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METHOD

Participants

Our sample consisted of 40 healthy participants and a clinical sample of 20
neurological patients with moderate cognitive impairment. Healthy participants were
recruited in the city of Bielefeld, Germany. They were randomly assigned to either an
honest response group (HR; N = 20; 5 males; 15 females; mean age = 27.10 ± 7.74
years) or an experimental malingering group (EM; N = 20; 12 males; 8 females; mean
age = 26.75 ± 5.05 years). To be included in the study, participants had to be native
German speakers between 18 and 60 years old. Exclusion criteria were current or life-
time neurological or psychiatric disorders and treatment with medication affecting the
central nervous system.

The cognitively impaired group (CI) consisted of 20 patients (14 males; 6
females; mean age = 57.50 ± 15.19 years) with different neurological diseases (see
later). Patients were recruited in three rehabilitation clinics: an outpatient rehabilitation
center (Zentrum für Ambulante Rehabilitation [ZAR], Bielefeld) and two in-patient
rehabilitation clinics (Median Rehabilitationsklinik, Bad Oeynhausen; Median Klinik,
Bad Salzuflen) in the region of North Rhine-Westphalia, Germany. Clinicians at these
institutions had previously determined the type and degree of the patients’ cognitive
impairment. In addition, this information was corroborated by a comprehensive neuro-
psychological evaluation of the patients’ cognitive state (see subsection Measures).
Most patients had chronic cognitive impairment after stroke (N = 16; mean duration
after the event = 6.4 ± 4.3 months). Other neurological conditions included multiple
sclerosis (N = 1), alcoholic polyneuropathy (N = 1), cerebral arteriovenous malforma-
tion (N = 1), and meningitis (N = 1).

Exclusion criteria for patients included severe sensorimotor deficits (e.g., hemipa-
resis or hemiplegia), severe visual and auditory deficits (e.g., hemianopia), severe
anterograde amnesia, global aphasia, and large bilateral cerebral damage. Additionally,
we decided to exclude patients who were involved in any kind of litigation process
associated with economic compensation from health insurance companies. This deci-
sion was made in light of Mittenberg, Patton, Canyock, and Condit’s (2002) findings,
which reported that in worker’s compensation settings malingering base rates tend to
be higher than in other medical or psychiatric contexts. Further, the decision to exclude
these patients helped prevent the inclusion of potential “true malingerers” in the study.
Within all groups (i.e., HR, EM, CI), inclusion and exclusion criteria were tested by
comprehensive medical and demographic anamnesis.

The study was accomplished in compliance with the Code of Ethics of the World
Medical Association (Declaration of Helsinki). Written informed consent was obtained
from all participants prior to participation. The ethics committee of the German Society
of Psychology (Deutsche Gesellschaft für Psychologie, DGPs) approved the study.

Procedure

Prior to random assignment of patients into the HR and the CI groups, a compre-
hensive neuropsychological battery was applied. This was done to evaluate patients’
cognitive status before receiving the instructions associated to the experimental phase
of the study.
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In the experimental phase, before being evaluated with three different screening
measures of effort (see later), both the HR and the EM groups were instructed to
imagine the following scenario: The participant was involved in a car accident and had
a short loss of consciousness, or “black-out”, immediately after the accident (<30 min-
utes) without long-term effects on their cognitive functioning. Afterwards, these two
groups received specific role instructions: participants of the HR group were asked to
give their best during the effort assessment. Participants of the EM group were
instructed to feign some degree of cognitive impairment in the most credible way in
order to receive benefits from a health insurance company (e.g., economic compensa-
tion or medical leave). They were also reminded that, if they were unable to be con-
vincing, no benefits would be obtained. The scenario and the role instructions given to
the healthy participants are consistent with methods used in previous studies on malin-
gering (e.g., Jelicic, Merckelbach, Candel, & Geraerts, 2007; Powell, Gfeller,
Hendricks, & Sharland, 2004). It was not necessary to present any kind of scenario to
patients of the CI group because they suffered from real cognitive impairment.

Furthermore, a financial incentive was used to ensure that all participants would
follow the role instructions. Each participant received e10 reimbursement for partici-
pation in the study. Additionally, we used a cover story in which participants were told
that it was possible to get an extra incentive of e100 if they followed the role instruc-
tions as best as possible. According to Rogers and Cruise (1998), this sort of external
incentive may enhance the external validity of simulation designs. After each partici-
pant had accomplished the experiment, the cover story was disclosed and the extra
incentive was raffled among all 60 participants regardless of their performance.

Immediately after the role instructions were given, all participants were evaluated
using the above-mentioned screening measures of effort: (i) a visual recognition 2AFC
task, (ii) the TOMM, and (iii) the WMT primary effort subtests (for details see subsec-
tion Measures). Effort measures were administered in pseudo randomized order to con-
trol for any order effects. Thereafter, a post-test interview was applied to examine the
participants’ response strategies and to confirm whether participants understood and
followed the role instructions (see Appendix 1). Two participants of the EM group
reported that they did not completely follow the role instructions. Consequently, they
were excluded from data analyses. After the experiment was finished, the intended
purpose of the study was disclosed.

Measures

Visual recognition two-alternative forced-choice task. We used a visual
recognition task based on a standard forced-choice paradigm (see Gutiérrez & Gur,
2012). The two-alternative forced-choice task (2AFC) task was previously developed in
our research group for preliminary studies on the application of Bayesian inference for
the assessment of malingering. We decided to include this task because our previous
work (Ortega et al., 2012) included the same forced-choice paradigm. In this way, we
were able to evaluate our previous findings. All items were psychometrically validated
using the content validity ratio technique (see Lawshe, 1975). This ensured that all
pictorial stimuli included in the task were adequate to measure visual recognition mem-
ory. The visual recognition 2AFC task consists of a learning and a recognition phase.
During the learning phase, 50 simple colored drawings are presented. Half of them are
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living things, the other half are non-living things. We distinguished between living and
non-living things since patients with brain damage often show selective impairments in
the processing of one of these categories while the other is preserved (double dissocia-
tion; see Gaffan & Heywood, 1993; Warrington & Shallice, 1984). Then, both living
and non-living things were further subdivided into two sub-categories (i.e., animals and
plants for the living things; vehicles and furniture for the non-living things). All
drawings consisted of complete objects (instead of fractions or details) since patients
with some neurological and psychiatric conditions may selectively fail to integrate
disparate parts of visual objects (see Behrmann & Williams, 2007; Grailet, Seron,
Bruyer, Coyette, & Frederix, 1990). These clinical neuropsychological considerations
are in line with the recent recommendation of Bigler (2012) of taking into account
neuropsychological findings when developing and interpreting SVTs.

During the recognition phase of the 2AFC, 50 pairs of drawings are presented.
Each pair includes one presented item (i.e., target) and one novel item (i.e., distractor).
The examinee presses a button (A or B) to select which item of each pair was
presented in the learning phase. There is no time limit for answering each recognition
trial. Following the recommendation of Hiscock and Hiscock (1989), trial-by-trial feed-
back was provided during the recognition phase. This feedback is also given in the
TOMM and the WMT (see later). Examinees receive one point for each successfully
recognized target. Thus, a maximum raw score of 50 can be obtained in the task. The
2AFC is a computer-based task. It was programmed and applied using the DirectRTTM

software (Jarvis, 2008; New York: Empirisoft Corporation; www.empirisoft.com). The
Bayesian latent group model used these 2AFC raw scores to estimate each examinee’s
probabilities of displaying poor effort.

TOMM. The TOMM (Tombaugh, 1996) is a visual memory recognition SVT
that has been widely used as an effort measure in medico-legal or forensic settings
(Constantinou & McCaffrey, 2003; Delain, Stafford, & Ben-Porath, 2003; Duncan,
2005; Iverson, Le Page, Koehler, Shojania, & Badii, 2007; MacAllister, Nakhutina,
Bender, Karantzoulis, & Carlson, 2009). The test includes three parts: Trial 1, Trial 2,
and a Retention Trial. Both Trials 1 and 2 consist of a learning phase followed by a
recognition phase. The Retention Trial consists of a single recognition phase that
should be administered approximately 15 minutes after the recognition phase of Trial
2. In each learning phase, 50 simple black and white line drawings are presented with
a stimulus onset time of 3 seconds for each item. In the following recognition phase,
every presented stimulus (i.e., target) is paired with a non-presented stimulus (i.e.,
distractor). The participants’ task is to identify the drawings that were previously
presented during the learning phases. There is no time limit for answering. Some
authors argue that for efficiency reasons the Retention Trial can be left out (see Bauer,
O’Bryant, Lynch, McCaffrey, & Fisher, 2007; Booksh, Aubert, & Andrews, 2007). A
maximum score of 50 can be obtained in each section of the TOMM. The Bayesian
latent group model used the TOMM Trial 2 raw scores to estimate the examinee’s
probabilities of displaying poor effort.

WMT. The WMT (Green, 2005) is also a widely used SVT. In contrast to the
visual recognition 2AFC and the TOMM, the WMT is a verbal test. The WMT
consists of both “effort” and “memory ability” subtests (Green, 2005). The WMT’s
primary effort subtests consist of two learning phases and two recognition phases.

1024 ALONSO ORTEGA ET AL.
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Within the recognition phases, a word that was previously shown in the learning phase
(i.e., target) is presented together with a word that was not presented previously (i.e.,
distractor). Participants have to decide which word they have seen before in the learn-
ing phases. An immediate recognition test (IR) is presented directly after each of the
two learning trials. A delayed recognition test (DR) is then presented after a time inter-
val of 30 minutes. A consistency score (CNS) is calculated by comparing the pattern
of answers between IR and DR. The WMT includes also four memory ability subtests.
These subtests are further divided into two “relatively easy memory subtests” and two
“most difficult memory subtests” (Green, 2005). The former include a multiple choice
task (MC) and a paired associates task (PA). The latter include a free recall task (FR)
and long delayed free recall task (LDFR).

In this study we only used the WMT primary effort subtests. This decision relates
to several well-designed studies that also used only the WMT primary effort subtests as
a screening effort measure (e.g., Batt, Shores, & Chekaluk, 2008; Greiffenstein, Greve,
Bianchini, & Baker, 2008; Mossman et al., 2012). The rationale behind this methodo-
logical decision was to ensure that all effort measures share a comparable theoretical
construct targeting memory recognition. It is reasonable to assume that equivalency
across tests diminishes possible testing biases that may affect diagnostic accuracy
estimations of the Bayesian model. As Green (2005) states, “the recognition subtests
(i.e., IR, DR) were designed to avoid confusing actual impairment with deliberate exag-
geration” (p. 6). In our view, WMT subtests, which do not measure memory recognition
(e.g., cued recall, free recall, long delayed free recall) would not have constituted
adequate measures which can be used to estimate the diagnostic accuracy of our Bayes-
ian model. According to Batt et al. (2008), the WMT primary effort subtests aim at
measuring “effort” rather than cognitive “abilities”. This idea is consistent with our
decision of using only the WMT primary effort subtests as measure of effort.

In addition to the previous argument, Larrabee and Berry (2007) stated that
aggregated indicators are more powerful predictors than any single indicator. That is,
using two or more measures of effort (e.g., tests or subtests) will always lead to better
predictions about the presence of poor effort than using a single measure. Conse-
quently, accuracy estimations based on single measures may be underestimated when
compared to estimations based on multiple measures. For this reason, all accuracy esti-
mates were obtained using a single indicator from each effort measure in all analyses.
Following the procedure used by Mossman et al. (2012) the WMT recognition subtests
were transformed into a single effort indicator (i.e., WMT total score). The WMT IR,
DR, and CNS percentages were first converted into raw scores, and then averaged to
obtain a WMT total score. The Bayesian latent group model used this WMT total
score to estimate the examinee’s probabilities of displaying poor effort.

Neuropsychological assessment. As previously mentioned, all participants of the
study were assessed with a standard neuropsychological testing battery prior to the
experiment. Neuropsychological assessment aimed at: (i) describing the cognitive pro-
file of each participant, (ii) comparing all three groups with respect to standard mea-
sures of cognitive performance, and (iii) excluding the presence of cognitive deficits
that may affect the interpretation of the effort measures. Neuropsychological assessment
included the following measures: (a) attention (d2-test; Brickenkamp, 2002), (b) visuo-
spatial abilities (Rey–Osterrieth Complex Figure; Osterrieth, 1944; Rey, 1941), (c) word
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recognition and fluency (Leistungsprüfungsystem, LPS; Horn, 1983), (d) analytic think-
ing (Leistungsprüfungsystem, LPS; Horn, 1983), and (e) personality traits (Freiburger
Persönlichkeitsinventar, FPI; Fahrenberg, Hampel, & Selg, 2001). Additionally, subjects
were screened for anxiety disorders (Beck Anxiety Scale, BAS; Margraf & Ehlers,
2007), and depression (Beck Depression Inventory, BDI; Beck, Steer, & Brown, 2006).
No participants were excluded because of the presence of cognitive deficits.

Data analysis

Descriptive and inferential statistics. We analyzed the raw scores of the 2AFC
and the TOMM, as well as the WMT total scores to describe each group’s average
task performance. To compare performance between groups we used the Kruskal–Wal-
lis tests and post-hoc multiple comparisons with the Mann–Whitney U-test when
assumptions for parametric testing were not met.

Bayesian latent group analysis. To introduce our Bayesian model, we firstly
provide a short description of how Bayesian inference works. A standard Bayesian
analysis usually includes three sources of information: (i) a model that indicates how
latent parameters generate data, (ii) a prior probability distribution that represents pre-
vious knowledge about the parameters to be estimated (e.g., malingering base rates),
and (iii) the observed data (e.g., effort measures raw scores). By combining these three
elements, we obtain a posterior probability distribution, which represents knowledge
about the parameters of the model after the data has been observed. This is the core of
almost every Bayesian analysis.

In the following, we specify the main features and assumptions of the Bayesian
latent group model used in this study. Firstly, our Bayesian model purports to identify
participants who are displaying poor effort when tested. For this purpose, the model
provides probabilistic estimates of the level of effort displayed by each examinee, as
well as the degree of confidence with which each participant is classified. Secondly,
the model’s assumptions should be specified. The present model assumes the existence
of two latent groups: (i) one group who will answer the effort tests in an honest way
(i.e., HR or CI) and (ii) one group who will feign some kind of cognitive impairment
when completing the same tasks (i.e., EM). The model also assumes that both HR and
CI groups will obtain higher success rates than the EM group. Together, these two
assumptions imply that both HR and CI groups will perform— at least— at chance level
or above (i.e., P50%), whereas the EM group will perform always worse than both
honest answering groups (i.e., HR, CI).

The use of a forced-choice paradigm implies the existence of only two possible
outcomes per answer, which in this case are success or failure. Considering this, we
can assume that data will be binomially distributed within each group. Therefore, each
group will have an unknown underlying base rate h (i.e., prevalence) that will be
determined by the observed amount of successes and failures. Since h is unknown, we
need to determine a prior value for this parameter before introducing the collected
data. This prior information, h, is of particular relevance in Bayesian inference, and
especially in our model. The more specific the prior information, the more accurate are
the posterior estimates. Hence, using appropriate prior information on malingering base
rates, a given test result will lead to more precise posterior estimates of effort. In our
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view, this constitutes an important advantage of the Bayesian model that will provide
clinicians with more precise information that assists them to reach more informed deci-
sions when assessing for effort. More importantly, when information about base rates
is unknown or not available, our Bayesian model can estimate them from the data.
The clinical utility of considering prior information about base rates is further elabo-
rated in the discussion section.

In the present study we assumed a prior value of 40% as malingering base rate
(Larrabee, 2003, 2007; Larrabee, Millis, & Meyers, 2009) for both analyses. This value
represents our initial knowledge about h before seeing the data. Our model also
assumes that the base rate h is “beta-binomially distributed”, with parameters “α” and
“β”. A beta-binomial distribution is a family of discrete probability distributions. The
advantage of using a beta-binomial distribution is that parameters α and β can be
thought of as counts for “prior successes” and “prior failures” (see Lee & Wagenmak-
ers, 2010). For example, the expression h!Beta (60,40) implies that the base rate h is
beta-binomially distributed (i.e., data are discrete) with parameters α and β equivalent
to 60 successful answers and 40 failed answers. Our prior knowledge on h thus expects
that failure rates will be distributed around 40%. This prior value on h is congruent with
the assumption of our Bayesian model, which expects success rates P50% for both the
HR and CI groups. Additionally, success and failure rates are governed by a group-level
beta distribution (“Beta-binomial hierarchical model”; see Lee & Wagenmakers, 2010).
Using a hierarchical model implies that, in this case, group membership will determine
success and failure rates. In this way, high failure rates are expected for the EM group
and low failure rates are expected for the HR and the CI groups.

Finally, we obtain a posterior probability distribution, p(h | D), which represents
the updated knowledge about h after data have been observed. Individual posterior
classification probabilities, p(zi | D), are estimated for each participant. The zi classifi-
cation variable can take values from 0 to 1. A p(zi | D) mean value close to 0 indicates
that a participant has a low probability of being classified as giving poor effort. On the
contrary, a p(zi | D) mean value close to 1 indicates a high probability of being classi-
fied as giving poor effort. The parameter p(zi | D) therefore indicates the theoretical
position of each participant’s performance along a continuum of effort (see Iverson,
2010, p. 110). This feature of our Bayesian latent group model is consistent with
recent views that consider effort and malingering as continua rather than taxonomies
(see Iverson, 2010; Walters et al., 2008; Walters, Berry, Lanyon, & Murphy, 2009).
We believe that providing individual posterior classification estimates of effort consti-
tutes another advantage of the proposed model. To our knowledge, these p(zi | D) esti-
mates are not provided by any other currently available method for effort assessment.

All Bayesian analyses were implemented using the Markov-Chain Monte Carlo
sampling method (MCMC; e.g., Gamerman & Lopes, 2006; Gilks, Richardson, &
Spiegelhalter, 1996) in the WinBUGS software program (Lunn, Spiegelhalter, Thomas,
& Best, 2009; Lunn, Thomas, Best, & Spiegelhalter, 2000). For a more detailed
description of our Bayesian model see Ortega et al. (2012). General information about
Bayesian inference can be found in O’Hagan and Forster (2004), Lee and Wagenmak-
ers (2010), and Dienes (2011).

Analysis of diagnostic accuracy. The utility of any assessment method must be
clearly stated in terms of diagnostic accuracy statistics (i.e., classification accuracy
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indices; Aronoff et al., 2007; Etherton, Bianchini, Ciota, Heinly, & Greve, 2006). For
this reason we calculated classification accuracy indices for our Bayesian approach.
We defined a p(zi | D) mean value greater than 90% as a cutoff to classify each partici-
pant as suspicious for poor effort. Note that the only purpose of dichotomizing our
Bayesian estimates was to allow the calculation of diagnostic accuracy indices. As we
recently stated, a main advantage of the Bayesian model is that it offers probabilistic
effort estimates (as a continuum), and therefore cutoffs are not necessary.

We report sensitivity, specificity, and predictive values because they are the most
relevant classification accuracy indices in malingering research (Etherton et al., 2006).
Additionally, we report values for the estimated area under the receiver operating
characteristic curve (ROC). The area under the curve (AUC) provides an overall
discrimination value for any diagnostic method. The higher the AUC value, the better
the discrimination capacity of the test. In this study, we considered the Hosmer and
Lemeshow (2000) criteria. These suggest that AUC values equal to 0.5 represent “no
discrimination”, AUC values between 0.70 and 0.80 represent “acceptable
discrimination”, AUC values between 0.81 and 0.90 represent “excellent discrimina-
tion”, and AUC values greater than 0.90 represent “outstanding discrimination”.

Complementary analyses. We conducted complementary statistical analyses of
the neuropsychological testing battery. All groups were compared for analytic thinking,
word recognition and fluency, concentration, personality scales. For this purpose,
between-group ANOVAs as well as Tukey post-hoc comparisons were performed on
all aforementioned neuropsychological variables. All these complementary analyses
were conducted using SPSS version 18.

RESULTS

Descriptive and inferential analyses

Descriptive analyses showed that the HR group obtained the best results in all
effort measures, followed by the CI group and the EM group (Table 1). Standard

Table 1. Means and standard deviation of the honest response, cognitively impaired, and experimental
malingering groups in the effort measures

Group n

Effort measures

Visual
recognition

2AFC
Test of Memory
Malingering

Word Memory
Test

Raw scores
Raw scores
(Trial 2) Total raw scoresa

Mean SD Mean SD Mean SD

Honest response 20 49.30 1.08 50.00 0.00 39.00 1.42
Cognitively impaired 20 47.40 3.42 48.80 3.05 35.00 4.74
Experimental malingering 20 31.65 4.67 33.05 5.91 26.00 4.03

aWord Memory Test total raw scores correspond to the converted and averaged immediate recognition
(ID), delayed recognition (DR), and consistency (CNS) primary effort subscales.
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deviations (SD) for the HR group are smaller than those for the CI group and the EM
group on all measures.

Kruskall–Wallis inferential analyses and post-hoc multiple comparisons showed
that the HR group significantly over performed both the CI and the EM groups in all
effort measures (p < .01). Moreover, performance of the CI group was significantly
better than the EM group in all effort measures (p < .01).

Honest response group vs. experimental malingering group

All individual classification posterior probabilities p(zi | D) were close to 0
within the HR group and close to 1 within the EM group, across all measures (i.e.,
2AFC, TOMM, WMT). The Bayesian latent analysis thus clearly distinguished partici-
pants from each group. In terms of classification accuracy, the Bayesian model
achieved a 100% sensitivity and specificity, independently of the used effort measure.

Cognitive impairment group vs. experimental malingering group

The Bayesian model showed high sensitivity levels, irrespective of the effort
measure used. Only one false negative was found when using the 2AFC (i.e., P31), the
WMT (i.e., P31), and the TOMM (i.e., P27) raw scores to estimate the examinee’s
probabilities of displaying poor effort. High specificity levels were observed for the
Bayesian model when estimates were obtained from the 2AFC and TOMM raw scores.

When using the 2AFC and the TOMM Trial 2 raw scores, only one patient from
the CI group (i.e., P20) was found to be a false positive. In contrast, when using the
WMT total raw scores, the posterior individual classification probabilities p(zi | D) did
not allow for a correct classification of all participants. In particular, five false positive
were found in the CI group (Table 2). Consequently, specificity levels decreased.

The overall classification accuracy for the Bayesian model was outstanding when
using the 2AFC and the TOMM raw scores, following Hosmer and Lemeshow (2000)
criteria. All accuracy indices were identical when using the raw scores of these two
effort measures as input for the Bayesian model. When the WMT total raw scores
served as input for the Bayesian model the classification accuracy diminished. Despite
this decrement, classification accuracy of the Bayesian model was still excellent
according to Hosmer and Lemeshow (2000) criteria. Variations on the classification
accuracy indices for the Bayesian model are summarized in Table 3.

Best overall classification accuracy estimates were obtained when using the
2AFC and the TOMM raw scores. The positive Likelihood Ratio (LR+) and the Posi-
tive Predictive Value (PPV) showed the most important differences when estimates
were based on the 2AFC and the TOMM. Classification accuracy was lower when
using the WMT total scores. The negative predictive value (NPV) was almost similar,
independently of the used effort measure. However, the positive predictive power
(PPV) diminished when estimations were obtained from the WMT total scores.

Neuropsychological assessment

Here we present the most relevant neuropsychological results. A report of the
main neuropsychological findings is provided in the Appendix Table 2a. Appendix
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Table 2b provides all neuropsychological test results for personality and clinical
measures.

No significant differences were observed between all three groups in measures of
personality traits (FPI) and long-term memory (Rey–Osterrieth Complex Figure),
depression (BDI) and anxiety (BAS). Secondly, the HR and EM group evidenced
significant differences in a measure of analytic thinking (LPS). However, no significant
differences were observed between the aforementioned groups on measures of
concentration (d2-test) and word recognition and fluency (LPS).

Participants of the HR and EM groups had normal average cognitive perfor-
mance, whereas patients of the CI group showed moderate levels of cognitive impair-
ment. The CI group scored significantly worse than both HR and EM groups on
concentration, and word recognition and fluency (p < .01) and had lower scores on
analytic thinking than HR (see Appendix Table 2a).

CI patients who failed in the WMT (i.e., false positives) performed significantly
worse in word recognition and fluency (LPS; Horn, 1983) than those CI patients who
passed the WMT, t(18) = 2.99, MSE = 2.50, p < .01.

DISCUSSION

The present study included two analyses that aimed at evaluating the diagnostic
accuracy of a Bayesian latent group model to detect malingering-related poor effort.

Table 3. Classification accuracy of the Bayesian Model using the 2AFC visual recognition task, the Test of
Memory Malingering (Trial 2), and the Word Memory Test (primary effort subscales)

Index

Classification accuracy indices

2AFC (raw scores)
TOMM Trial 2 (raw

scores)

WMT primary effort
subscales (total raw

scores)

Value 95% CI Value 95% CI Value 95% CI

AUCa .95 (.87–1) .95 (.87–1) .85 (.72–.97)
Sensitivity .95 (.75–.99) .95 (.75–.99) .95 (.75–.99)
Specificity .95 (.75–.99) .95 (.75–.99) .75 (.51–.91)
LR (+) 19 (2.81–128.7) 19 (2.81–128.7) 3.80 (1.77–8.17)
LR (–) 0.05 (0.01–0.36) 0.05 (0.01–0.36) 0.07 (0.01–0.46)
PPVb .93 (.90–.94) .93 (.90–.94) .72 (.68–.75)
NPVb .97 (.95–.98) .97 (.95–.98) .96 (.94–.97)
TP 19 19 19
TN 19 19 15
FP 1 1 5
FN 1 1 1
N 40 40 40

Note: AUC = estimated Area Under the Curve; LR(+) = Likelihood Ratio for a positive test result; LR(–)
= Likelihood Ratio for a negative test result; PPV = Positive Predictive Value; NPV = Negative Predictive
Value; TP = True Positives; TN = True Negatives; FP = False Positives; FN = False Negatives; N = Total
Sample Size.
aHosmer and Lemeshow (2000) guidelines were considered to interpret the AUC value.
bPPV and NPV were estimated considering a malingering base rate (i.e., prevalence) of 40% (Larrabee,
2003, 2007; Larrabee et al., 2009).
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The first analysis used a simulation research design to distinguish between participants
assigned to an honest response group (HR) and those assigned to an experimental
malingering group (EM). The second analysis aimed at differentiating patients with
genuine cognitive impairment (CI) from participants assigned to the EM group.

The first analysis replicated our previous findings (Ortega et al., 2012), corrobo-
rating that a Bayesian approach is highly accurate when differentiating HR from EM
participants. The accuracy level of the Bayesian model was 100%, regardless of the
effort measure. Based on our previous study, these results were partially expected
because HR and EM participants constitute extreme groups (i.e., their average perfor-
mance show “high” or “low” scores in all effort measures), and therefore they are rela-
tively easy to identify with this Bayesian analysis. For this reason, the second analysis
included a clinical group where patients with real cognitive deficits (CI) had to be dif-
ferentiated from participants assigned to the EM group. We proposed that including
the CI group would allow for a better extrapolation of the findings to real life settings.

Descriptive analyses showed that the CI group scored significantly better than
the EM group on all effort measures. This finding is consistent with the view of Den-
ney (2008) who suggested that examinees’ effort has more impact on test results than
their clinical condition. The pattern of answers was more homogeneous within the HR
group. In contrast, within both the CI and EM groups, the answering patterns showed
greater levels of variability. Regarding the CI group, our interpretation is that variabil-
ity may reflect both differences in the type and degree of cognitive impairment as well
as the strategies used to cope with cognitive disabilities. Regarding the observed vari-
ability in the EM group, we hypothesize that it may reflect interindividual differences
in “feigning” strategies used to follow the role instructions both within and between
measures of effort. This hypothesis is in agreement with Rogers (2008), who proposed
that malingerers commonly change and combine their response strategies both between
and within different effort measures.

Following the Hosmer and Lemeshow (2000) criteria, the overall diagnostic accu-
racy of the Bayesian model can be classified as outstanding when estimates are obtained
from the 2AFC and the TOMM raw scores. However, when using the WMT total
scores specificity, positive likelihood ratio (LR+), and positive predictive value (PPV)
decreased markedly. Regarding predictive values, it must be considered that they are
affected by changes in the base rates (i.e., prevalence rates). For instance, as the base
rate drops so does the PPV, whereas the proportion of false positives increases (Streiner,
2003). However, the lower the base rate, the higher the NPV. In this study, which
considered a malingering base rate of 40%, NPVs were high for all effort measures.
This means that a negative test result gives us great confidence to discard the presence
of poor effort, at least interpreting the results of these particular tests. Nevertheless, if
we consider a different base rate, these values and their interpretations may vary.

When using the WMT total scores, the false positive rate for the Bayesian model
was 25%. This finding may at least in part depend on the fact that we did not apply
all WMT subtests as suggested by Green (2005). To this respect, we also acknowledge
that the WMT classification results might have been indeed different (e.g., lower false
positive rate) if applying all WMT subtests and analyzing the GMIP profile.
Nevertheless, Mossman et al. (2012) recently obtained high overall diagnostic accuracy
(i.e., AUC = .929 ± .020) using the same WMT total raw scores as we did under a
comparable Bayesian framework. Therefore, the reason for the high false positive rate
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observed in our study needs to be further investigated. Performance of the CI group in
verbal fluency and recognition tasks may provide an alternative explanation for the
false positives obtained when using WMT total raw scores. In particular, we observed
that those patients who failed in the WMT effort subtests performed significantly worse
in verbal fluency and recognition in contrast to patients that passed the WMT effort
subtests. Considering the verbal nature of the WMT, it is reasonable to assume that
low scores in verbal abilities may have influenced these patients’ WMT performance.
Taken together, these data and the findings of Mossman et al. (2012) suggest that low
performance of some patients in verbal fluency and recognition represent another
highly plausible interpretation for the WMT false positive rates in the context of the
present study.

The Genuine Memory Impairment Profile (GMIP; see Martins & Martins, 2010)
may have helped to diminish the WMT false positive rates, but this would have
required using the entire WMT test. However, the use of the WMT ability subtests
would not have allowed for comparable measures in the 2AFC, the TOMM, and the
WMT. Despite the low specificity observed when using the WMT total scores, the
overall classification accuracy of the Bayesian model can still be considered excellent
according to Hosmer and Lemeshow’s (2000) criteria. Moreover, diagnostic accuracy
of the Bayesian model increases when estimates are obtained from the 2AFC and the
TOMM. In summary, the overall classification accuracy of the Bayesian latent group
analysis is well supported by our data.

As Iverson (2007) stated, “Over the past several years, researchers have been
encouraging the use of Bayesian methods for effort testing. Unfortunately, Bayesian
methods and other interesting statistical methodologies … are rarely used in main-
stream clinical practice” (p. 97). Therefore, we can highlight here the clinical and prac-
tical relevance of our Bayesian model. This Bayesian latent group analysis allows for
a probabilistic estimation of the examinees’ level of effort. The model considers effort
as a continuum that may vary in magnitude instead of a dichotomous variable.
Recently, Bigler (2012) published an exhaustive review of the SVT method. In his
work, Bigler (2012) specifically addressed issues concerning the use of cutoff scores
to determine the presence or absence of effort. In Bigler’s (2012) opinion, cutoff
scores impose artificial “pass/fail” dichotomies that should not be used as a dichoto-
mous defining point for presence or absence of a deficit. Furthermore, he argued that
scores which are “above chance” but “below the cutoff score” (i.e., near-pass scores)
may confront clinicians with the risk of type I and type II errors (i.e., false positives,
false negatives). Considering Bigler’s (2012) criticisms of SVT cutoff scores, we
propose that Bayesian classification probabilities, p(zi | D), provide complementary
information to interpret an examinee’s performance and thus help clinicians to avoid
committing type I and type II errors. In our data we can observe different cases in
which the use of p(zi | D) estimates may be of high utility. For instance, patients P7
and P17 of the cognitively impaired group scored 44/50 in the 2AFC. This score may
be considered as a near pass score, since is slightly below 90% of correct answers
(i.e., <45). However, the estimated p(zi | D) mean value for these patients is 13.8%,
which represents a relatively low probability of giving poor effort. Considering this
probabilistic estimate, the clinician may suggest additional testing instead of determin-
ing the possible presence of poor effort based solely on the mentioned cutoff score.
This example emphasizes how Bayesian individual probabilities may help clinicians to
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avoid type I errors in presence of a “near-pass” score. However, failing on effort
measures is not the unique criterion to determine the presence of malingering.
Therefore, these results should be interpreted properly following the recommended
guidelines (see Boone, 2007; Larrabee et al., 2007; Slick et al., 1999).

In addition, the use of prior information related to malingering base rates may
also support the clinical utility of this Bayesian analysis. As broadly known, a cutoff
score of 45/50 represents a “pass” in the TOMM. However, in our view, this informa-
tion cannot be properly interpreted without considering information about malingering
base rates. Several studies report different malingering base rates, which show varia-
tions according to the setting in which they were obtained (e.g., Ardolf, Denney, &
Houston, 2007; Chafetz, 2008; Duff et al., 2011; Larrabee, 2007; Mittenberg et al.,
2002). According to these studies, lower base rates are found in clinical settings where
patients are not seeking for compensation. On the contrary, in medico-legal settings
higher base rates have been reported. From our perspective, this information should
not be obviated. For example, assuming malingering base rate equal to 10%, the p(zi |
D) mean value is 97% for a patient who scored exactly 45 in the TOMM (i.e., “pass”).
This additional information may be sufficient to suggest additional testing. The same
analysis, but considering a malingering base rate of 60%, lead to a p(zi | D) mean
value of 29%. In this case, this information may suggest the clinician discard the pres-
ence of poor effort. This example illustrates how prior information about base rates
may be used clinically. In 2000, Rosenfeld, Sands, and Van Gorp (2000) already
emphasized the impact of malingering base rates on the accuracy of predictive models.
The availability of such base rates may encourage clinicians to try Bayesian
approaches in applied settings (e.g., clinical, forensic). The recent development of
specialized software (e.g., WinBUGS; Lunn et al., 2000; Lunn et al., 2009) and
modern sampling methods (e.g., MCMC; Gamerman & Lopes, 2006) could facilitate
the application of the proposed model. In our previous work (Ortega et al., 2012) we
provided a supplementary file that includes all technical tools and elements required to
conduct a Bayesian latent group analysis for effort assessment.

One limitation of our study is that the use of rather small sample sizes might
have affected the estimation of diagnostic accuracy statistics. The relevant indices (i.e.,
sensitivity, specificity, likelihood ratios, and predictive values) may decrease when they
are estimated from larger samples. It should be emphasized, however, that small sam-
ple sizes do not affect individual posterior classification probabilities p(zi | D) since
Bayesian estimations show little variations irrespective of the sample size (see Jaynes,
2003; Jeffreys, 1961). From this view, this can also be seen as an advantage in clinical
studies with highly specific inclusion criteria where sample sizes are small. A second
limitation is related to the use of a simulation design, which tends to minimize the
external validity of any study. Nonetheless, the implementation of more sophisticated
designs (e.g., known-groups comparison; see Rogers, 2008) does not ensure the exter-
nal validity of the results. In this respect Millis (2009) stated, “defining the reference
sample in diagnostic studies of malingering tests can be challenging because there is
no universally accepted ‘gold standard’ for malingering” (p. 24). We emphasize that
this lack of a gold standard is a common situation in medicine, epidemiology and not
limited to neuropsychology (Joseph, Gyorkos, & Coupal, 1995). The investigation of
clinical patients who were not engaged in financial compensation seeking constitutes
another limitation of our study. To provide a reliable generalization of the present
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findings, studies using similar Bayesian approaches need to be carried out in different
populations and settings. It would be of high scientific interest and practical relevance
to evaluate the utility of Bayesian approaches in at-risk malingering patients (e.g.,
cognitive disability claimants) or in forensic contexts. Finally, using only the WMT
primary effort subtests may constitute another limitation, but our experimental design
did not allow for using the entire WMT. In future studies, the application of the entire
WMT within a Bayesian framework will be definitely considered.

In sum, our data suggest that a Bayesian latent group analysis provides relevant
information that may help practitioners to reach more informed decisions regarding the
level of effort displayed by an examinee during neuropsychological assessment. To our
knowledge, neither SVTs, nor other currently available approaches provide these indi-
vidual probabilistic estimates of effort. However, we emphasize that we do not
promote the use of Bayesian models as an exclusive method for the detection of poor
effort. Rather, Bayesian statistics should be applied to complement information
provided by the available techniques of effort assessment. Taken together, the current
results and our previous study (Ortega et al., 2012) highlight the utility of Bayesian
probabilistic approaches in the detection of malingering-related poor effort. Future
research needs to be conducted in order to further explore and specify the benefits of
Bayesian modeling in malingering assessment.
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Appendix 1: post test interview questionnaire

Questions which were presented to all participants

• What do you thing is the purpose of this study?

• Did you notice anything about the tests which you think is worthy to note?

• Do you have any conclusive remarks?

Questions which were presented to participants of the bone fide and clinical group

• Did you give your best while taking the tests?

• How difficult was it for you to accomplish the tests successfully?

• Did you think you achieved good results in the tests?

Questions which were presented to participants of the malingering group

• Did you follow the instructions to simulate cognitive deficits while taking the tests?

• What strategies did you use in order to fake cognitive impairment?

• Do you think these strategies were successful?

• Did you have any problems while applying those strategies?

• Did you have any other problems while feigning impairment e.g., moral doubts?

• Despite the role instruction you had, did you knew the right answers? How would
you rate the level of difficulty of these tests?
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APPENDIX 2: NEUROPSYCHOLOGICAL ASSESSMENT

Table 2A. Neuropsychological test results and comparisons between groups for
cognitive measures

Groups

D2 LPS Speech LPS Analytic Rey Figure

Mean SD
p-

Value Mean SD
p-

Value Mean SD
p-

Value Mean SD
p-

Value

Honest
response
vs.

102.55 13.31 ns 56.17 5.73 ns 50.50 8.87 <.01 52.35 7.55 ns

Malingering 107.45 16.43 57.08 4.18 62.50 4.44 53.45 6.77
Honest

response
vs.

102.55 13.31 <.01 56.17 5.73 <.01 50.75 8.93 ns 52.35 7.55 ns

Clinical 87.15 13.67 48.92 6.36 50.50 8.87 51.45 8.22
Clinical vs. 87.15 13.67 <.01 48.92 6.36 <.01 50.75 8.93 <.01 51.45 8.22 ns
Malingering 107.45 16.43 57.08 4.18 62.50 4.44 53.45 6.77

Note: ns = non significant; D2 = D2 test of attention “concentration score” (sw-scale); LPS Speech =
Leistungsprüfsystem, mean score of the subscales 1, 2, 5, and 12 (t-scale); LPS Analytic = Leistungsprüfsys-
tem, subtest 4 (t-scale); Rey Figure = Rey–Osterrieth Figure, CQM score (t-scale). p-Values are derived from
ANOVA post-hoc analysis of the Tukey HSD test after revealing significant overall group differences in the
D2 and the LPS.
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